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Abstract 

 

The past three decades witnessed the birth and growth of neurodynamic optimization 

which has emerged as a potentially powerful problem-solving tool for constrained 

optimization due to its inherent nature of biological plausibility and parallel and 

distributed information processing. Despite the success, almost all existing neurodynamic 

approaches work well only for optimization problems with continuous variables. 

Effective neurodynamic approach to combinatorial optimization with discrete variables is 

rarely available. In this talk, based on a reformulation of combinatorial optimization 

problems as constrained global optimization problems, collaborative neurodynamic 

approaches to combinatorial optimization will be presented. By using multiple 

neurodynamic optimization models with diversified initial states to search local minima 

in parallel and a meta-heuristic method (such as PSO) to update neuronal initial states 

iteratively to escape local minima toward global optimal solutions, it will be shown that 

combinatorial optimization problems can be solved effectively. The efficacy of the 

proposed approaches will be substantiated with experimental results for sparse 

nonnegative matrix factorization and cardinality-constrained portfolio selection. 
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